 UNIVERSELF

Use Case 4: “SON and SON collaboration according to operator policies”

Future RAN emeoveraty Qrganizing®

= Compared to previous
HSDPA (downlink) and HSUPA (Uplink):
- DL peakrate 100 Mbps (7 x HSDPA) L I E
- UL peakrate 50 Mbps (5x HSUPA)

- DL spectrum eff. per cell 2 bps/Hz (3 x HSDPA)

- UL spectrum eff. per celll bps/Hz (2 x HSUPA)
User plane round trip latency 10 ms(1/5 x HSDPA)

- Broadcast spectrum eff. 1 bps/Hz

se yons

- Fast state transitions
(50 ms dormant->active , 100 ms idle ->active )

- Optimized for low mobility (0 - 15 km/h),
good performance at 120 km/h, functional at 350 km/h

p8)098dXd

Massive deployment
In Europe in 2012
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FP7 Project 257513, WP3 “Network Empowerment”, Task Force 3.2.A “SON LTE Use Case Interaction”

= Release 8 SON features:

-Intra-LTE/frequency Automatic Neighbour Relation (ANR) Function
-Automatic Physical Cell Identifier (PCI) selection

-Dynamic configuration of the S1-MME interface (transport network)
-Dynamic Configuration of the X2 interface (between eNodeBs)
-Inter-cell Interference Coordination (ICIC, beginning)

-Intra (LTE) system load balancing

= Release 9 SON features:

-Inter-system load balancing (with 3G)
-Mobility Robustness Optimisation (beginning)
-Support for RACH Optimisation (beginning)
-Support for Energy Saving (beginning)

= Release 10 SON features

-ANR for 3G

Mobility Robustness Optimisation (enhancement)
Mobility load balancing (enhancement)

-Cell outage compensation

-Optimization of parameters due to troubleshooting

= Release 11 plans

-Further self-management advances
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