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Executive summary

UniverSelproject aims at adding maturity level to the autonomic networking research field by generating
industrial impact, keeping ausiness focused approach and federating the various valuable research r
that have already been obtainedn this context, he design of a Unified Management Framework (UM
which targets aembeddingthe autonomic paradigms in any type of networkarconsistent manneshall be
developedby an overall functional specificatiaof all its componentsand therelatedunderlying mechanisms.

The deliverable 2.2 presents the firstcomplete specificatiorof the UMF specificationsThe specification
focuses on definitions of the operationsand the lifecycle of th&etwork Empowerment Mechanisms (NEV
that enable networkswith embedded autonomic algorithms/solutionsnto existingand future managed
networkedsystemsand serviced Y | & LI deAyaldly d@3 LK ¥ R €;lslietifieation WtheyUyB dade
functionalblocks, namely Governance, Coordination &mbwledge andthe identification ofmechanismshat

enable the realization of UMF functianghs specificationhighlights theopportunities for ontributions and

actions in various standardization bodies/groups, whiatuld pave the wayor industry adoption Thenext

releaseof UMF specification (deliverable 2.4)lnconsolidate the design artefacts amdll also focuson the

system architectte, deployment and migration aspects of UMF.
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Foreword

Deliverable D2.2provides a first completefunctional specification of the UMHKHUnified Management
Framework) of the UniverSelf projeathichcomprisesthe detaileddescriptionof the Network Empowerment
Mechanism(NEM)as a concept, thespecification of thecore UMF componens and the relevant interfaces,
andthe possible mechanismhbat cansupport the main functions of the core blocks

According tathe project lifecycle, therioritized requirementsprescribedin work package 4re transferred to
work package 2 to guide thepecificationof the Unified Management Framework (UMF). Work packager®
at a UMFspecificationin terms of identification dthe required functional modules for the UMF, its interfaces
and models, which also addresses the requirements deriving from the use cases handled by the project.

The UMF desigis developed across three documents; each one corresponding to one UMF reteasely
deliverable D2.1 (UMF releasepublishedin July 201}, deliverable D2.2 (UMF releasgmblished in October
2012 and deliverable D2.4 (UMF releases8heduled for May 20)3The scope of these deliverables, which is
in line with the Description of Work and also reveals what each UMF release addresses, is as follows:

D2.1 ¢ UMF Specificationg Release 1: The deliverable featara first description of the UMF desigit
describes the foundation (requirements, objectives and approach) for achieving the target of embodying
autonomic paradigms in any type of netwoakd services spanning widely different technological contexts,

and providing to operators a servicgiented abstraction of the network they are operating. Deliverabz 1
elaborates orthe fundamental elements for achieving a network agnostic managemeserefces, embedding
advanced service and network management intelligence, and federating the management of multiple
networks, hence, bridging wireless, wireline, access, core, services, etc. The fundamental eleciades
governance, information manageme and feature embodiment (comprising the cognitive part) functions. This
UMF corefunctions are designed with flexibility in mind accommodatedifferent networking scenarios and

use cases in a consistent mann#bralsoaddresgs requirements derivingrom the first burst ofthe project
selecteduse cases. Emphasdis placedin compatibility with existing and emerging industry standards, the
incorporation of recentautonomic networking researchesults, andin achieving a futurgroof design. In
particular, the UMF release 1 focuses on the identification of the common functional groups and their
interfaces; the possible organization and cooperation modes between UMF elements and ddimaitisdes

a system view of the UMF whidwonsist ofthe introdudion of a number of specialized logical nodes and of a
possible hierarchical structure, a discussion on orchestration issues, as well as a mapping of the identified
functional blocks into these nodes and the elaboration on their functionalities and icesfamong them. The
positioning and mapping of the UMF (and of its components and interfaces) onto deployestaantthrdized
control and management architectures, which is an essential aspect for the industrial impact, is initiated in this
document and wilbe further progressed in the next releases.

D2.2¢ UMF Specifications Release 2: The deliverabi$ea first completefunctional specification of the UMBS

RSNA PGSR F NP YdzLIi KNSS |j @A NBYBY (i 46 usel dase 2pydBlei2 giwific 2efuirements

I RRNB&aAy3a 2okddyNlroblenblBEdentifidel [irg live networks and on existing service/network

F NOKAGSOGdzNRRHTY (NS dz& NB YISy i & £ -leveldfyhatigns, Yigndidnal Bldcks fardd3 K
AYGSNFI OSa yR daK2NAI 2 yofiardposiNdgd hf INNECKESvalisitiie marigedeitt Y 2 dza
functions of Future NetworksA key characteristic forffective Network Empowerment MSOK I Yy A &4 Y a Q
deployment is based on themanagement framework ability to govern, orchestrate/coordinate NEMs'
behaviour ad facilitate the information/knowledge sharing among them. These demaraistéethe need for

a thorough description of the three enabling core UMF components Governaice, Knowledge and
Coordination These components incorporate key functions of the dpagtiFunctionaBlocks in the first UMF

release withenhancenents driven by autonomic systemmechanisms. In this context,UMF Specificationg

Release 2ocusson the specification ofNEMdefinition and designwhichis usedthen in the fulldescription

2 F b Bfexyeld,the specification olUMF corecomponents and their interaction/interfacesis well as, the
identification of necessarymechanisms to support the main functions of the core blocks and achieve their
objectives. Furthermoreghe UMF information model idefinedby refining and extendinthe TMF information
framework (i.e. SID) patterpsllowinginformation sharing across different layers, administrative domains and
network segmentsThe opportunities for contributions and actits in various standardization bodies/groups,

which is a prerequisite for industry adoptipis presented in the deliverable 2.2 (UMF Releas€@}thermore,

the deliverable presentas an example othe UMF realization the UC6 of operatgoverned, eneo-end,
autonomic, joint netvork and service management

FPZUniverSelf Grant no. 257513 9
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D2.4¢ UMF Desigrg Release 3: This version of the UMF adtommodaterequirements from all use cases
handled by the project and will incorporate corresponding network empowerment solutfonsFuture
Networks as applicableo the overall networking infrastructure, spanning wireless and wireline, as well as
access, core and service segmenimphasis will be placedn the projectwide harmonizationand
consolidation of the UMF componentgcore componets and NEMs)and on the system architecture
assurance that would make UMFeady for deploymentvith a migration path Deliverable D2.4 will provide

the latest developments on the federation of management systems, model driven specifications, the
information and knowledge management functionality and the context awareness patterns, the continuum of
governance tools (cros®ferencing, where appropriate, the deliverable D2.@8nhd the intelligence
embodiment mechanisms. In addition to previous UMF releaddsF Release 3 will focus on the complete
description of the intelligence embodiment and network empowerment integration in the UMF and the
network and service infrastructure; the definition of migration and deployment stratediles.document will
report on the contributions to the standardization process and certification activities.

FPZUniverSelf Grant no. 257513 10
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1 Introduction

The Unified Management Framework (UMF), which is developatidrniverSelfproject, is an innovative
management framework that aims to solve actual network peofis and address the growing management
complexity of the highly decentralized and dynamic environment of resources and systems in Future Internet.
The novel characteristics asehievedthrough the smooth and trustworthy embodiment and empowerment of
autonomic principles and techniques in both services and networks.

The Network Empowerment Mechanisms (NEMs), which are introduced in the conteltligf encapsulate
autonomic functions (closed control loops/algorithms) that can be embedded into legacy dnock fu
networking systemsand servicest y | & LI deZ dzy YR dzBItwhy Eonsédtiently,sthe UMhall

enable trustworthy integration and interworking of NEMs within the operator's manageridiF ability to

govern, orchestrate/coordinatalifferent NEMs' behaviour and facilitate the information/knowledge sharing
among them. These demands led to the introduction of UMF core, which consists of three enabling
components, Governance (GOV), Knowledge (KNOW) and Coordination (COORD). These components
incorporate key functions of the specified Functional Blocks in the first UMF release, enhanced by respective
proper mechanisms. Therefore, the realization of UMF necessitates the specification of these components and
their interaction/interfaces betweerthem and with NEMs.

The main goal of this deliverable is to provide a first compfetetional specification of the UMF, regarding

the NEMs, the UMEore blocksand the relevant interfaces. Deliverable D2.2 shall be considered as the second
release of tle UMF. The prioritization dictated by the QFD analysis in Deliverable 4.2 was taken into
consideration, ensuring that the respective prioritized requirements were addressed in this UMF release.
Moreover,i KS NXIj dzZA NBYSy i ak OKLI f f Sdflag8quiremieiitbdériveld byEhéis8t offuBER ¥ @ 0 2 (i
case$l Y R -R # @ YUnification & Federation, Governance, Embodiment/Network Empowerment, Service
orientation, Automation/Autonomicity/Selk and Orchestration/Coordinationnethodologies of the design

approach and the analysis of the statd-the-art with respect to autonomic management/netwking
architectures/frameworkd Yy R ¢ K2 NAT 2y Gt NBIdZANBYSyiGaé¢ o6aeyzyevzdza
the management functions of Future Networks)ere addressedn this UMF releaseThis release will be
complemented by the next/final release, which will be an evolved and detailed UMF specification,
consolidating the developments of this release.

The document is structured as follow: Section 2 outlines the UMigetifbnal decomposition and concisely
presents the main respective components. Section 3 presents the specifications of UMF core components and
NEMs, regarding their functions and their corresponding operations, as well as the relevant interfaces. Section
4 presents functional mechanisms that enable the realization of UMF core functionalities. Section 5 gives a
clear view of possible opportunities for contributions and actions in various standardization bodies/groups,
which is a prerequisite for industry agtion. Section 6 describes the UMF realization for the UC6 of operator
governed, endo-end, autonomic, joint network and service management, as an illustrative example of UMF
operation in practiceSection 7 presents how the requirements/challenges thdfPad S F NR-WzLJG 62 (JG 2 Y
R2g6V § R a K2 NMathodolédiels bf éhe design approach and the analysis of the stiatle-art with

respect to autonomic management/networking architectures/frameworks were addressed in this UMF release,
along with the imfied choices. Section8 concludes the deliverable by summarising the outcomes of this
second release and by elaborating on the next steps. Finally, a numbannaies provides additional
information for several aspects of UMF as folloanex A providea concise description of Restful UMF API;

and Annex B provides definition of the data, the terms and the models that were utilized in the deliverable
References, Abbreviations and Definitions Sections are completing this document.

FPZUniverSelf Grant no. 257513 11
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2 UMFoverview

The ratiorale behind autonomics is to enable efficient and eeffective management of networks and service
infrastructures for network operators and service providers. To this gBr@imanagement and operation tasks
are achieved througbptimizedautonomicfunctions, where each functiois designed with a specific purpose:
an operational problem to be solved, a performance objective to be achieved and a network segment or
service infrastructure to be targetedn order to highlight the role and importance of thefanctions, we
introduce the concept ofNetwork Empowerment Mechanisms (NEM)NEM encapsulatess a management
applicationa self management function, basicallycantrol loop or anautonomicalgorithnymethod. As such
the design scheme behind each NEM beoutlined as followsuse the relevanautonomicmethod to solve a
concrete operational problemin a specifidegacynetworking environmentor in future networks NEM =
method + objective + contexfthis definition will be further elaborated and augmted later). As examplesf
this triple, we can cite
e Use ofBayesian inferencéthe method)for fault diagnosis(the objective)in FTTH environmenighe
context), or
e Use ofgenetic algorithm(the method)for interference coordination(the objective)in LTE networks
(the context),
e X CdNIKSNJ SEIF YL S&a Oy 68 T2dzyR Ay 2to RSfEAODBSNIof

This schemeaelays onthe usual research approach: identify a problem within a specific context and then
find/design the relevant method to addresstita G KS 0 I & plémergafion.Bl@vaveriwhén Yve have
to address the actual deployment of a NEM within a camiede environment, furthefunctional and non
functionalrequirements come into playrhis introduces the main role of the UMF, which can be characterized
by thefollowing objectives: to enable a seamless integratiom expandabilitféplug & plag | Y R & dzy LI dz3 |
LJt ) as svell ago ensure a trustworthy interworkingf NEMs within an operator's management ecosystem.
To this end, we need:
e Lifecycle toolso depby, drive and trak activity of NEMs.
e Systemic dols toidentify/avoid conflicts, and tensure stability and performance when several NEMs
are concurrently working
e Tools to make NEMs find, formulate and share relevant information to enable proua their
functioning

ThreeUMFchallengingsupporting functions for all NEMse realising theabove:governance, coordination and
knowledge managemenfAs a consequence, we introduce the concept of UMF core blocks in order to embody
these functionaties that should be offered in a UMF ecosystem. Figure 1(a) puts in the same picture all the
components at play: the three UMF core blocks (governance, coordination and knowledge), the NEMs and the
network/service elements (managed elements); while Figl(®) presents (just as illustrative examples) the
potential interactions between these components. To summarize, the NEMs are responsible for operating and
managing the network and service infrastructures, while the UMF core blocks are responsible ofrrpaamah
supporting the NEMs.

UMF is providing then the set &inctional specifications that will make this integrated picture a reality, hence
focusing on: the functional decomposition of the UMF core blocks, the requirements on the NEM structure and
behaviour, the interfaces specification, as well as the workflolie mainscopeof this document is to present

and explain this specification work.

FPZUniverSelf Grant no. 257513 12



D2.2¢ UMF specifications: Release 2

UMF CORE

N,
3
1
[ o | i
& i
i
GOVERNANG '} COORDINATION—t KNOWLEDGH| ]
= o ]
| |
1
]
;
1=
|2 =
-3
NEM_x
NEM_y
[Fe]
method
LF,B,_‘ network
G
@
structure . .
— { 1'r1rs-!foce} specifications
i + tools
Businass ebjectivas,
rulas Policy (...}
Request [...)
[ ] Info [..)
Policy [...) Raguest [..]
GOVERMAMNCE COORDINATION KNOWLEDGE
CfG [..) Infe (...}
Oon (NEM_x, ...} ]
Idle (NEM_x, ...} - -
Config (NEM_x, ...} \
A on (NEM_y,
MANDATORY I/F

* plug & play
= interoperable

REGISTER [...}

! capabilities
L behavior
predicotes

= wia { 7} knowledge

(b)

* to whom (7] coordinatian, governance

D, copabillties, FSAM, Predicares, QoEm

Iella (MEM_y,
Adapt (NEM_y,

Output (NEM_y, ...}
Register [MEM_y, ...

=) N
" .,
) \

MNEM _y

adaptor
|
i ]
natworlk |
elemeant |

Figurel. UMFoverview and decomposition.
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3 UMPFfunctional specifications

3.1 Network Empowerment MechanismNEM)

First, it is important to provide a comprehensive definition of the NEM concept based on the elements and
discussion presented in the previous section (UMF overview):

NEM = A functional grouping of QG A 3S040 b O2yGSEG b YSGK2R6O&0 6KSNB
solving a problem. A NEM is (a priori) implemented as a piece of software that can be deployed in a (part of a)
network to enhance/simplify its control and management (e.g. take ®@mmne operations). An intrinsic

capability of a NEM is to be deployable and interoperable in a UMF context (e.g. an UMF complianf)network

Indeed, me ofthe key characteristiof UMF is to allow seamless deployment and trustworthy interworking of
multiple/independent autonomic functions that will (each) ease the life of network operators. Hence NEMs can
be developed by any actor of the telecommunication/networking market: equipment vendor, network
management system vendor, network operator, software depers, etc. For a given NEM, the actor, who
developed it, is hereafter named NEM developer.

The NEMrelated specificationglescribe the constraints imposed by the UMF to any NEM. Hence a NEM
developer will make sure the software being developed compligth these specifications in order to
guarantee thatthe developed NEM is compliant with system instance of the UNIe. deployable and
interoperable in a UMF context

In this context, and in order to understand the specification work related to NEMs, it iseddoi distinguish
between the following concepts:

The specifications of NEMswhich constrain the behaviour of NEMs and define the generic part of their
interfaces with UMF elements,

ANEM classs a piece of software that contains the logic achievingecgic autonomic function. Such class is
deployed in a network running a UMF system and requires being instantiated on a set of concrete network
elements to effectively perform its autonomic function,

An instance of a given NEM clasdlows performing a igen autonomic function onto a given sset of a
network. This is achieved by binding the code of a NEM class to a set of identified network
resources/equipments. This NEM instance is identified by an instance ID and its unique interface with the UMF.
This NEM instance at any given time is handling a set of identified network resources (this set can evolve with
time). Hence there may be multiple instances of a given NEM class inside the same network e.g. one per area).
A NEM instance is created by the UMNStem in which it is being deployed. Moreover, a NEM instance is
managed by the UMF system as an atomic entity, while its internal functioning can rely on separated piece of
software running on different equipments, hence atomic NEMs are distinguishaire ¢omposite NEMs.
During runtime, the distinction between these two cases is minor (limited to some more flexibility for a
composite NEM regarding the flow of information), while regarding the instantiation of NEMs, the composite
NEMSs are stressing monmmportantly the process than atomic ones.

Accordingly, distinguishing between the following machieadable descriptions of the above concepts is also
required:
e A givenNEM manifestdescribes a given NEM clag$kis description provides guidance to thetwork

operator in order to install and configure an instance of this NEM ¢léss goal of a NEM manifest is
similar to a datasheet). This description is issued by the NEM designer towards network operators,

e Thegrammar of a NEM manifess a subset o0UMF specifications describing which information MUST
and MAY be provided by the NEM developers in order to describe their NEMagldsguide its
instantiation,
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e Agiven NEM instance descriptiodescribes a given instance of a given NEM class. This diescig
issued by the NEM instance towards UMF system. This description is used for registration of the NEM.
It tells which information is monitored and which actions are taken.

The grammar of a NEM instance descriptiprwhich is a subset of UMF specifioats describing which
information MUST and MAY be provided by the NEM instance when starting (and when its settings are
changed) so as to register to the UMF system the:

e (Capabilities of this NEM instance regarding information/knowledge sharing,
e Requiremens of this NEM instance regarding knowledge inputs,
e (onflicts of this NEM instance with already running NEM instances of any NEM class,

A NEM mandateis issued by the UMF system to a NEM instance. This NEM Mandate is a set of instructions
telling which eqyiments MUST be handled by this NEM instance and which settings this NEM instance MUST
work with,

Theformat of the NEM mandates a subset of UMF specifications describing which information MUST and
MAY be provided by the UMF system to the NEM.

Toillustt § S GKS LINB@A2dza RSTFAYyAlGAz2zyas £SiQa aiSioOK | @GSNE
(coming as a NEM class) inside a UMF system. First, somehow, the software corresponding to the NEM class is
being installed on the relevant machinesiggments (helped in this by the indications available in the NEM

Manifest). Second, the UMF is sending to this software the mandate to create a given NEM instance, which
process is completed by a NEM instance ready to register. Third, this NEM instaeceliisg its instance

description to the UMF system in order to complete registration. Once the registration is successfully
completed, the NEM instance is ready to start upon command from the UMiE.process is part of what we

callthe NEM lifecycle

This subsection provides a detailed specification of all these concEptt.we present the lifecycle of a NEM
instance with respect to UMEompliant systems. Then, we present the information model of NEMs. Finally, we
detail the different phases of théécycle and the different NEM state descriptions associated to them.

3.1.1 Lifecycle of a NEM instance

A NEM from the moment that it is installed until the moment that it is uninstalled is following a giveydifie

which is specified below. Alike the hégcle defined in OSGi for bundles, the NEMdifele describes the way a

NEM instance can be dynamically instantiated, started, activated, halted and stopped. A simplified version of
the NEM lifecycle and its different phases are presentedrigure2.
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Figure2. Simplified NEM instance lifeycle.

The NEM lifecycle consists of the following phases:

w Prior to thesetup of a NEM, when it does not exist as an instance yet, the corresponding piece(s) of
software is (are) merely being installed on relevant machines, which may be used to create one or
more NEM instances.

w VOID INSTANTIATED: In this first state, the NEM exits as an instance. This state is mandatory, for a
NEM instance to handle a MANDATBEeMANDATE is issued by the UMF systarddeterminesthe
network resourceshat will bemanaged by this instance. The MANDATE also defines the configuration
options' applicable to this instance.

w READY: In this state the NEM instanciilly deployedbut not yet operating;the appropriate pieces
of software are activated on the&orresponding network elemenand assigned to the network
resources described in the MANDATE. In this state the NEM instance is also registered to the UMF
core mechanisms (GOV, COORIKKNOW) Al the dependencies of the NEM instance in terms of
required input information (KNOW) and needed relations with other NEMs instances are identified. As
a conclusion in this state, the NEM instance is known to the UMF.

w OPERATIONAL: In this stte NEM instance isperational andworks under the control of COORD
which is allow to set the working regime of the running instance on one of the following options:

0 achieve or not all or a part of its acquisition of information,
0 update its learning,

0 runor not its decision process,

0 share or not all or a part of its knowledge,

o enforce or not all or a part of its actions.

The lifecycle above presents a high view of the states of a NEM. The folldigure details the transitional
phases, to provide more complete NEM lifeycle.

' e.g. policies or constraints on behavior.
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Figure3. Detailed NEM instance lifeycle (with transitions).

When being created a NEM instance reaches a specifieststd of INSTANTIATED that is named VOID
INSTANTIATED. In this state, theNEM instance is actually affected no MANDATE yet.rdtpeestnamed
CreatdNEWinstance issued by GOV to create this new instance cerdainique instance ID, which will be
referred all along the NEM life. Thieception of this request byhe NEM instancewill provide a temporary
management interface for the instance. The newly created instance will listen to this interface in order to
receive a MANDATE.

On reception of a MANDATE (from GOV), the NEM instance will organize itself to both handle the network
resources and perform its mission (DEPLOYING-#taes). Once the deployment is completed, the NEM will
achieve registration (REGISTERING tstate), during which exchanges with GOV, COORD and KNOW will
register the NEM instanc@®nce the registratiors completed, the NEM instance is e READY state.

On reception of a SetUp command (from GOV), the NEM instance will notify COORD of it amd\tbdnthe
OPERATIONAL state.

On reception of a&@Down (from GOV), the NEM instance will abruptly stoptalprocessesand then go back
to the READY state.

Finally, the UPDATING trastate is a state that is reached any time a REGISTRHEDInstance receives an
UPDATED MANDATE (from GOV). The NEM instance will get back to DEPLOYING.

On reception of &REVOKE (from GOV), the NEM instance will reach the VOID INSTANGIEe suboing
through the UNREGISTERING and UNDEPLOYINGugtatiesneans all the software components involved in
the NEM instance will be deactivated apart the main component. The MEfdnce should be in the READY
state to handle a REVOKE.

On reception of a DELETE (from GOV) the NEM instance will disdppeathe UMF systemThe NEM
instance should be in the VOID INSTANTIATED state to handle a DELETE.

This NEM lifeycle has beedesigned after state of the art studies (e.g. OSGi and SOAP) and analysis of MS26
(Unification of the mechanisms embedding the UC methadaderial and extended to cover the specificities

Zactually a NEM instance, which has completed the deploying phase
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related to deployment of functions over distributed systems, knowihgse functions can themselves be
distributed. The following suksections describes the initial phase of the lifecycle (NEM Manifest, NEM
Installation), the NEM Instantiation to reach the VOID INSTANTIATED state, the NEM Mandate to reach the
READY statend the NEM Instance Description to reach the OPERATIONAL state. Finally, the detailed
operations to transit from one state to another are presented at the end.

3.1.2 Information model of NEMs
class NEMLinkedToSID /

Root Business Entities
ABE::RootEntity :I Root Business
Entities ABE::

+ commonName: string Palic

+ description: string
+ objectlD: string Root Business Entities
<7 ABE::Specification

1 T

Root Business Entities ABE::Entity

ManagementAction

+ version: string <

NEMpolicy e
Resource ABE::Resource specifiedBy

+ usageState: int

applies
/ ManagementActionSpecification
+

contentType: Class
NEM controlFlexibility: Enum
+_descriptor: _String

+

Root Business Entities ABE::
ManagedEntity

managedResource: List<URI>
regime: Regime

state: NEMStates

url: URL

manages

+ managementMethodCurrent: int
+ managementMethodSupported: inf]

¥ N

specifiedBy

+ o+ o+ o+

advertises

ManagedEntitySpecification

NEMSpecification

atomicLoop: Boolean

id: NEMSpecID

isComposite: Boolean

manageableEntities: ListkManagedEntitySpecification>
possibleHost: List<OS>

releaseDate: Date

+ 4+ + + + o+

Figure4. Inheritance of UMF information mdel from SID (NEM part)

Figure4 depicts the SID root diagram from which we derive the NEM concepts. The RootEntity class defines the
necessary attributes that are common to define/select SID entities in the domain of sengoergces as well

as Policy entitiesThe commonName attribute enables users of the SID to refer to an object using terminology
defined by their applicatiorspecific needs. The description attribute is an optional attribute that enables users

of the SID to estomize the description of a SID object. The objectID attribute provides a unique identity to
each entity. The abstract class Entity extends the RootEntity class and represents the dfiitsées playa
business functiofi30].

b9a Aad RSTAYSR & |y loadN)r Ol OflF&aa FyR SEGSyRa GKS
the set of ManagedEntity managed by a given NEM.

The NEM policy is extending the SID policy class. It defines the set of policies thaplazabégpto a given

NEM.

Following the specification pattern from the SID, NEM and NEMPolicy classes have respectively classes for
NEMSpecification and NEMPolicySpecification. The specification classes describe the invariant part/information
of the entity, which enables the construction of an Entity.
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class NEM Structure
HEM Specification
+ atomicloop: Boolean
+ id: NEMSpecD
+ isComposite: Boolean identifiedBy - rapect)
+ possibleHost: List=05= 1. 1|+ name: String
+ releaselDate: Date + provider: String
+ wersion: int
wenumerations
MEMstates 1.
registered L
instantiated specifiedBy
starting fe
Acting 1 defines 1
stopping ]
waiting HEM HEMComposite
! + managedResource: List<URI> <:] + mainComponent. NEMMainComponent
= regime: Regime + slaveComponent: List NEMMainComponent
expose | * states MEMActionAndPaolicy
g |+ wrl: URL
Managementinterface 1 1 T
1
ll\_\ HEMMainComponent
HEMComponent
MEMAtomic [>
has + host: Host
+ URL: iURI
0.1
kowledgeexchangelnterface

Figureb. Representing the NEM structure in an information model view.

Figure5 represents the structure of NEM. To start with a NEM is being specifithkesttributes grouped in a
NEMSpecification. Hence a NEM Manifest is merely an xml file detailing the values for all these attributes. One

2T GKS b9a{ LSO/ KINIOIGSNRaAGAOA A& (GKS b9aallSOL5I HKAOK
catdogue as it regroups 3 attributes, which are name, provider and version.d b 9 a A yaa dbjegf IS¢ A &
type NEM exposing a management interface to be controlled by the UMF.a b9 a Ay aidl yo0Sée ara §
or composite. An atomic instance of a NEM kastralized softwareand runs on a single machine, while a

composite instance of a NEM has distributed softwamed runs on more than one machine. This concept is

slightly different from the SID pattern as the NEMComposite is not composed of multiMe bl of multiple
NEMComponents, and a NEMAtomic is composed of a single NEMComponent. The NEMMainComponent is the

one handling the control tasks of the whole NEfkeaning it is responsible for managing the relation with UMF

Core Blocks and to ensure ththie NEM instance as a whole is behaving accordingly to UMF instructions

I ab9a AyaillryOS¢ Aa KIFIGAy3ad FGdNROGdziSas 6KAOK @ f dzSa |
e The creation of the instance: Instance ID,
e The Mandate: the [nanagvedAResources (the list of equipments ouress or services managed by the
ab9a AyaulyoSéz
e t2fA0ASAY GKS NBIAYSEI SGOX
e The functioning of the software of the NEM: the management interface andURd, the

NEMComponents and their KnowledgeExchangelnterfaces, which can be used to exchange
information or knowledge with other UMF entities.

® Aninstanciation of the class NEM, here class refering to the class in the Information Model
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class

NEMPalicy /

Entity
NEM

dR List<URI Policy Policy
L i NEMPolicySpecification
+ regime: Regime applies NEMpolicy

+ state: NEMStates

+ url: URL

GenericNEMpolicySpec
k
e it correspondsto
specifiedBy configurationOptions
\\
1. AN
.

o+ o+ o+ o+

Specification
NEMSpecification SpecificNEMpolicySpec ActionConstrainingPolicySpec
atomicLoop: Boolean .
id: NEMSpecID advertises
isComposite: Boolean 1. 1.%

manageableEntities: List<ManagedEntitySpecification>
possibleHost: List<OS>
releaseDate: Date

RegimePolicySpec

default: String

InformationExchangePolicySpec

1

ReportingPolicySpec

defaultType: String
rangelnterval: String
unitOfMeasure: string
validFor: String
valueFrom: String
valueTo: String

+ o+ o+ o+ o+ o+ o+

Figure6. Information model of Policies regarding NEMs

Figure 6 is depicting the inheritance of Policies in the scope of NEMs. Actually the picture is hiding the
inheritance of policies, as it is redundant with the inheritance of PolicySpecifications (which means that for

each

class of PolicySpecification there is a matching class of Policy).

First of all, all the policies are inheriting from NEMPolicy.

Then

thereare differenttypesof policies:

GenericNEMPolicy is abstract, and represents all the kind of policies that are applicable to any NEM
instance, for which the format is defined by the UMF specification. The exact format of these policies
will be detailed irfuture releases of the UMF specifications.

RegimePolicies are sent by COORD to set the regime of the NEM instance. The regime corresponds to
the frequency and the modalities at which the MAPE loop of the NEM is to be run. Examples of these
could be: run ace every 10min, run continuously, run now only once, run when such X condition is
0NHzSz SGOX

ActionConstrainingPolicies are sent by COORD to set constraints on the actions taken by a NEM
instance. The goal of this can be to avoid some conflicts by pngvaifreedom frame to the NEM in

order to avoid overlaps with conflicting NEMs. The constraints can be either to disable some specific
actions, or to suspend the enforcement of the planned action to a validation by COORD or to constrain
the range in whicta parameter can be set. The instance description of the NEM is used to determine
which subset of rules can be applied by the NEM (e.g. some NEM may provide no flexibility regarding
which actions can be disabled, hence this NEM exposes itself to be sinitglgex! in a standby mode

by COORD).

InformationExchangBolicies are sent by KNOW in order to organize an exchange of
information/knowledge between UMF entities. When a NEM informs in its instance description that a
given piece of information can be sharaghile another NEM informs in its instance description that
this same piece of information is needed to perform its analysis, then the role of KNOW is to organize
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the subscription of the second NEM to the first one. The first one will not answer pogitiveliny
demand if KNOW did not previously organize this flow by setting appropriate
InformationExchangBolicy (see workflows in secti@3.4 Information Flow Establishment and
Optimisation functior).

e ReportingPolicies are specific InformatixchangBolicies sent by GOV to set the rules of reporting of
information from the NEM instance towards GOV.

e SpecificNEMPolicies are poligiegich are specific to a given NEM class. They asdylib tailor the
behavior of the NEM regarding the objectives of a NEM. E.g. such a policy can be for a traffic
engineering NEM a policy to set whether the objective of the traffic engineering is to save energy
consumption or to avoid contention. The foamof such policies is not provided by the UMF, as each
NEM will have its specific. The UMF will provide a meta format, for the NEM to provide in
NEMSpecificPolicySpecifications the specific format of its actual SpecificPolicies. These
NEMSpecificPolicp&cifications are being advergd in the NEM Manifest.

class NEMInformation /
¢cenumerat.i
Entity InformationUsage
Entity Root Business Entities ABE:: cenumer
NEM Managementinfo InfoType ExtemnalMandatory
Acquired
+ managedResource: List<URI> + mgmtinfovalidFor: T'"_‘e_Per'od knowledge Output
+ regime: Regime + retrievalMethodCurrent: mt. rawData ExtenalOptional
+ ate: NEMStates + retrievalMethodsSupported: string |
+ ur: URL has
1 ecifiedBy
Specification
specifiedBy ManagementinfoSpecification

/) id
uses/provides - contentType: Class

- descriptor: String
- informationUsage: InformationUsage
- type: InfoType

Specification
NEMSpecification UMFInformation
atomicLoop: Boolean Mir

v
id: NEMSpecID CEE (EEECTiD UMFInformationSpecification

. 3 isAggregated: boolean —

isComposite: Boolean isAcaroaationNecdad: boolean

manageableEntities: List<ManagedEntitySpecification> mo?\igloerigna :re EZn: o info €2 + contentType: Managementinfo
possibleHost: List<OS> e 9,I a | fy- on: st + context: Context

releaseDate: Date ypeOfMonitoringInformation: String + _name: int Zr

NEMinformationSpecification

1.*

+oF o+ o+ o+
+ o+ o+

advertisesregisters

- ID: int

advertises

Figure?. Information model of Information and Knowledge regarding NEMs

Figure7 depicts the inheritance of Information in the scope of the UMIgémeral and in the scope of NEMs
more specifically. UMFInformation objects are exchanged between UMF through one of the Knowledge
Exchange workflosee workflows in sectioB.3.4Information Flow Establishment and Optsation functior).

A NEM can be at one or the two endpoints of such an exchange.

Figure7 depicts three levels regarding information:

1. ManagementinformationSpecification: This level depicts thetndzNBE 2 F G KS Ay T2 NX I G A 2
ftAY]l O0AYy . AlGkavéd ¢KAA Of | &aatdoguesioKiFormayol B.NFHe G A 2 Y Y
list of the nature of all the information acquired by a given class of NEM, which corresponds to the
Acquired Inputs field of the NEM Manifest (sexection3.1.3), similarlyfor the following fields of the
Manifest: Optional_External_Input, Mandatory External_Input and Available Outputs
A NEM agnostic catalogue should be built 1b&nh ontology describing the relations between the
differententiiSd 2F GKS ySUig2N]l @ ¢KAa 2y G2ft238&8 O2dzdZ R RSa(
aft Ayl OFLIOAGesd gKAOK A& GUKS dadzyée 27F alLloblia OF L
used to help COORD identify conflicts between NEMs. The ontology should stay at the level of the
ManagementinfomationSpec.
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KS AYT2NXFGA2YS So:

2. UMFInformationSpecification: This level desigssleE I O G f &
a flraa 2F GKS AYyF2NNIGA

between router 1.1.1.1 andouter 2.2.2.2Z2 ® ¢ KA o]
catalogues such as:

o the indexation in KNOW of all the available outputs of every NEMs (used to perform the
identification of the providing entity when organizing knowledge exchangh wiher UMF
entities ¢ see workflows in sectioB.3.4 Information Flow Establishment and Optsation
function),

e the indexation in COORD of inputs of NEMs to identify conflicts witbrdtfeMs,

e Instance Description disclosed by NEM instances when registering (which are then indexed by
COORD and KNOW¢ see needs above), namely the Available Outputs,
Optional_External_Input, Mandatory External_Input an@licquired Inputs fields (see
section3.1.6).

UMFInformationSpecification are extending the ManagementinfoSpecification with the context
attribute (in the above example the designation of the link: router 1.1.1.1 to 2.2.2.2). The context class
is taken from DEMg extensions disclosed in the following papg}.

3. UMFInformation: This class represents the information actually exchanged through a Knowledge
Exchange Interfacésee workflows in sectioB.3.4 Information Flow Establishment and Optsation
function). For this exchange to happen KNOW takes in charge its organization, which will be
materialized by an Information Policy (SEigure6).

This is a class inheriting from Managementinformation (defiin SiD}hat is being specified by an
UMFInformationSpecification. This is then a Managementinformation enriched with a context (in
order to know that the load which is 70% is actually refey to the link between router 1.1.1.1 and
router 2.2.2.2.). The actual value is of any sldss of Managementinformation as defined in SID. The
ManagementinformationSpecification is actually describing with its attribute contentType which sub
class of Minagementinformation will be used to describe the value of the UMFInformation.

class NEMAction /
ManagementinfoSpecification
ManagementAction ifi ManagementActionSpecification
L specifiedBy - contentType: Class
O contentType: Class - descriptor: String
+ controlFlexibility: Enum - informationUsage: InformationUsage
+ descriptor: String - type: InfoType
advertises
advertise\
NEMActionSpecification NEMSpecification
controlStatus: Enum + atomicLoop: Boolean
target: Context + id: NEMSpecID
+ isComposite: Boolean
+ manageableEntities: List<ManagedEntitySpecification>
+ possibleHost: List<OS>
+ releaseDate: Date
ecifies 1
advertises specifiedBy
1
NEMAction M=
+ actionValue + maﬂagfedRes@urce: List<URI>
+ executionStatus: String/Enum . * regime: Regime
+ executionTime: Date executes o QT_te' NEMStates
+ method: ManagementMethodEntity | 1 1 + ur: URL

Figure8. Information model of Actions regarding NEMs

Figure8 depicts the inheritance of Actions in the scope of the UMBeneral and in the scope of NEMs more
specifically. NEMActions are executed by NEMs onto ManagedEntities (resources or services). These
correspond to the change in settings of the services or equipments that NEMs are performing.
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Specifically, itlepictsthree levels regarding the actions:

1. al yF3SYSyi! OGA2y{ LISOAFAOLFGAZ2YY
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e the indexation in COORD of actions of NEMs to identify conflicts with other NEMs,
e Instance Description disclosed by NEM instances whagistering (which are then indexed by
COORD and KNO¥$ee needs above), namely the Possible_Actions field (see s&ctigh

NEMActionSpecification are extending the ManagementActionSpecification with the context attribute

(in the above example the designation of the port 12 of the router 1.1.1.1). Alike the

UMFInformationSpecification, the context class is taken from-BéBixtensions.

3. NEMAction: This class represents the action actually performed by the NEM. It thennsotita
value of the action, which in our above example can be either On or Off. The NEMActionSpecification

describes (with its controlStatus attribute) which is the allowed control of this action, while the

ManagementActionSpecification describes (with ¢gontrolFlexibility attribute) which are the allowed
control of this kind of action (this property only depends on the flexibility offered by the NEM designer

at implementation time). The usage of these control level are explained in se8thB8b 9 a Qa

Relations with Coordinatian

3.1.3 NEM Manifest

RS
A

LJIA
a

02 dz

iKS
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A NEM class is being described by its Manifest, which is machine readable. This Manifest provides information
(such as the type of network equipments that cae bandled, the identification of the NEM class) for the
operator to deploy the NEM its infrastructure.This Manifest could be used:

e assoon as a NEM is purchased, as it contains most of the technical details of the NEM,

e when organizing the network magament in order to determine the NEM deployment map,
e at deployment time, in order tgeneratethe Mandatethat will besent to the NEM instance,
e any time during the life of a NEM instance.

Tablel. Format of NEM Manifest

Field Name Type Description
ID NEM Spec ID To have a unique identifier of the NEM class
Name | String Name of the NEM class
Provider ID| String Name of the NEM developer (name of the company)
Version | Int[] Version of the NEM

Release Date Date Date of release of thllEM

Features String Text field used to describe what is the feature achieved
the NEM

User Guide URL URL Optional- Used to have a link onto a web server providi
guidance for the use of the NEM

Possible Hosts List<OS> Lists the OS on which the NEbr more precisely the NEN
Component) can be installed

Manageable Entities List<Managed Lists the type of equipments/services that can be mana

EntitySpecification> by the NEM
Is Composite Boolean Depicts whether the NEM is atomic or composite
Is Atamic Loop Boolean Depicts whether the algorithm of the NEM works as a sir
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control loop or as a set of cooperating control loops. (T|
information makes sense in order to achieve jo
optimization, then the NEM delegates its utility function tq
UMF mehanism, in case a NEM is set to false there, the
will delegate a set of local utility functions).

Acquired Inputs List<Management Lists the nature of information acquired by the NEM itself
InfoSpecification>

Optional External Inputs | List<Management Lists the nature of information that the NEM should rece
InfoSpecification> from KNOWLEDGE (directly or indirectly)

Mandatory External List<Management Lists the nature of information that the NEM must recei

Inputs InfoSpecification> from KNOWLEDGEirgLtly or indirectly)

Available Outputs List<Management Lists the nature of information that can be provided by t
InfoSpecification> NEM to any UMF entity. This list does not repeat what

be deduced from the other fields of the manifest, i.e. evg
acquired input can be shared.

Possible Actions List<Management Lists the nature of actions that the NEM can apply onto
ActionSpecification> managed entities

Configuration Options List<Specific Lists the configuration options that came applied to the
NEMPolicySpec> NEM. The NEM specific policies must be depicted here.

Hereafter is an indicative example of the information which comprises a NEM Manifest, namely for the Green
TE NEM.

<eu.univerself.nem.Manifest>

<NEMspecID>
<Name>Green TE </Name>
<Provider> StylianosCorp  </Provider>
<Version> 1.0.0 </Version>
</NEMspecID>
<Features> This NEM is achieving a Traffic Engineering function that is saving
energy consumption of an IP network. It selects links and ports to be put
into sleep based on traffic demand and link utilization/connectivity

constraints. </Features>
<releaseDate> 2012-07-23 11:25:32.647 UTC </releaseDate>
<UserGuideURL> www.stylianoscorp.com/support/GreenTE </UserGuideURL>

<isAtomicLoop> true </isAtom icLoop>
<isComposite> false </isComposite>
<PossibleHosts>

<OS>Unix0OS </0S>
</PossibleHosts>
<ManageableEntities>

<ManagedEntitySpecification> ALU SAR7705</ManagedEntitySpecification>
<ManagedEntitySpecification> ALU 7710 </ManagedEntitySpecification>
<ManagedEntitySpecification> ALU SR7750 </ManagedEntitySpecification>
<ManagedEntitySpecification> Cisco CRS - 1</ManagedEntitySpecification>
<ManagedEntitySpecification> Cisco CRS - 2</ManagedEntitySpecificati on>

<! dRelatively to the tag <ManagedEntitySpecification> to be accurate there,
this XML file is providing an id field of a ManagedEntitySpecification, this
id field allowing to pick the proper managedentltyspe0|f|cat|on from the
corresponding catalogue --

</ManageableEntities>

<AcquiredInputs>
<! dRelatively to the tag <ManagementinfoSpecification> for sake of
readibility of the example, it is just a lightweight version that has been

provided here, the full format contains attributes, which are be ing
described in the information model, namely : descriptor, contentType,
informationUsage and type - >
<ManagementinfoSpecification
contentType ="EthernetPortinfoSpecification" >Description of router
port(ID, capacity) </ManagementinfoSpecification>
<ManagementinfoSpecification
contentType ="IPInterfacelnfoSpecification" >Description of router
interface (ID, capacity, List <PortsID >, IP@)
</ManagementinfoSpecification>
<ManagementinfoSpecification contentType ="Numeric" >Load of router int erface
</ManagementinfoSpecification>
<ManagementinfoSpecification contentType ="List<LSA>" >Routing Table

</ManagementinfoSpecification>
</Acquiredinputs>
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<OptionalExternallnputs>
<ManagementinfoSpecification contentType ="Numeric" >Prediction of router
interface load </ManagementinfoSpecification>
</OptionalExternallnputs>
<PossibleActions>
<! §Relatively to the tag <ManagementActionSpecification> for sake of

readibility of the example, it is just a lightweight version that has been
provided here, the full format contains attributes, which are being
described in the information model, namely : descriptor, contentType,
controlFelxibility - >
<ManagementActionSpecification contentType ="Boolean" >Switch ON/OFF Ethernet
port </ManagementActionSpecification>
<ManagementActionSpecification contentType ="Boolean" >Switch ON/OFF IP
interface </ManagementActionSpecification>
<ManagementActionSpecification contentType ="Numeric" >Change metric of IP
interface </Managemen tActionSpecification>
</PossibleActions>
<ConfigurationOptions>

<SpecificNEMPolicy>
<name>GreenTimelyThreshold </name>
<description> Minimal time under which no - switchoff will occur
</description>
<default Value> 15</defaultValue>
</SpecificNEMPolicy>
<! -- This is just an example, as the internal format of these policies is not
specified yet ->
</ConfigurationOptions>
</eu.univerself.nem.Manifest>

3.1.4 NEM Installationand Instantiation

Theinitial pha® consistsof installing the piece of code of a NEM onto the relevant hosts. At least 3 different
scenarios can be considered for that:

1. The code of the NEM is embedded inside the controller of a given type of network
equipments/resources,

2. The code of the BM is manualfycopied by a network operator into hosts inside the network. The
hosts can be servers or network equipments allowing uploads,

3. The code of the NEM is copied into a specific GOV repository, from where it will be autonomously
copied to the relgant hosts.

The UMRelease s not specifyingany of these installation scenarios, but tleeeation of a new NEM instance

Ad ALISOATASR KSNBIFTFTOUGSN® hyOS o60SAy3a AyalurttSR 2y GKS
the instance asts role is to handle LREATREW INSTANCE command from GOV and to load the required
components of NEMror this purpose:

e A NEM MUST be provided with its code loader.
e A code loader SHOULD be capable of creating more than one instance of a given NEM class

e A code loader MAY have the capability to load more than one class of NEMs (as long as GOV
associates the code loader to each of these NEMS).

e There MAY BE more than one code loader for a given NEM class.
1. GOV MAY know more than one loader,

2. Each loader MUShave the intrinsic capability to communicate with other loaders of the
same NEM class,

3. Each loader SHOULD be capable to communicate with any loader of this NEM class activated
in the system covered by the same UMF, restrictions may come from:

A The structue of the communication infrastructure may block this communication,

A Lack of awareness of other loaders (installation of the loader does not impose an
exhaustive knowledge of any other loaders of the same class, though this is
preferred.

* Manually, may mean either physically or remotely.
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e GOV MUST know (theterface of) at least one code loader of this NEM class in order to create a NEM
instance of a given NEM class.

e When receiving the NEW INSTANCE command, the code loader MUST create a VOID INSTANCE, which

means:

1. It MUST at least provide an answer to G@¥dating an interface on which GOV CAN send

the NEM MANDATE,

2. This interface MUST BE capable of handling a NEM MANDATE of this NEM class and MUST

respond negatively to a NEM MANDATE of a different NEM class.

ACREATHEEW INSTANCE message is actuallyafispease of a NEM INSTANTIATION/DELETION misgage
follows the format described below:

Table2. Format of NEM INST¥WIATION/ DELETION message

Field Name Type Description

Class ID NEM Spec ID The identification of the NEM class

Instance ID Integer The unique ID provided by the UMF to identify this N
instance.

Action ENUM This field is used to communicate the actitdmt can be
either: NEW INSTANCE or DELETE INSTANCE.

¢tKSy (KS
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Table3. Format of NEM INSTANTIATION/DELETION response message

Field Name Type Description

Instance ID Integer The unique ID provided by the UMF to identify this N
instance

Result ENUM States whether the aon was successful or not

Management @ URI The address of the NEM Management interface, this fiel

optional, as it contains content only when the responsg
successfully answering to a NEW INSTANCE action

3.1.5 NEM Mandate

gAUK | YSaal

as

A NEM mandateis issued by th&JMF system to a NEM instance. This NEM Mandate is a set of instructions
telling which network equipments MUST be handled by this NEM instance and which settings this NEM

instance MUST work with.

Table4. Format of NEM Mandate

FieldName Type Description

GOvV@ URI To exchange with GOV UMF Block

COORD@ URI To exchange with COORD UMF Block

KNOW@ URI To exchange with KNOW UMF Block

Managed Entities List<URI> Listing all the equipments/services that the NEM has|
handle, monitor, optinize, etc... after being successfu
deployed.

Configuration Options List<Policy> Listing chosen values for generic or specific options

Hereafter an indicative example of the information comprised in a NEM Mandate, namely for the creation of a

Green TENEM instance.

<eu.univerself.nem.Mandate>
<Instance_I|D>
<GOV_address>1.1.1.1

356789456 </Instance_ID>
</GOV_address>
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<COORD_address>2.2.2.2 </COORD_address>
<KNOW_address>3.3.3.3 </KNOW_address>
<Instance_ID> 356789456 </Instance_ID>
<ManagedEquipments>
{127.100.50.1 , 127.100.50.5 , 127.100.50.15, 127.100.50.19 ,
127.100.50.36}
<! -- The 3 first happen to be ALU SR7750 and the 2 last happen to be Cisco
CSR1. -- >
<! -- This is a lightweight format to provide a list of URISs, this could
alternatively be expressed as
<URI>127.100.50.1 </URI> etc...
- >
</ManagedEquipments>
<Configuration_Options>
<SpecificNEMPolicy>
<name>GreenTimelyThreshold </name>
<value> 10</value>
</SpecificNEMPolicy>
<ReportingPolicy>
<Reportinterval> 30</Reportinterval>
</ReportingPolicy>
<! -- These are just examples, as the internal format of these policies are
not specified yet - >
</Configu ration_Options>
</eu.univerself.nem.Mandate>

The deployment of a NEM instance MUST happen accordingly to the MANDATE. When receiving the MANDATE
the NEM instance is not even deployed. There may be more than one possible host for the code of the NEM,
there may be multiple ones working together.

Following what is depicted in the l{gycle of a NEM (see section 3.1.1), a NEM Mandate can be sent to a NEM
instance, when:

e The NEM Instance is void instantiajéiden the MANDATE is enforced as being a completely new one.

e The NEM instance is in the Ready stalien the previous MANDATE is updated with the content of
this mandate. As this may imply redeploying and reregistering of the NEM, this operation cannot
happen while a NEM may be actually working under the control of COORD, which prevents the update
of a MANDATE in the Operational state.

The MANDATE determines a list of network equipments. The installation phase had already determined a set of
hosts capable of running a software component of the NEM class. The deployment of a given NEM instance
corregponds to:

e finding suitable hosts (machines to run the software component on and where the code loader can
start the code),

e activating in these hosts the software component(s), (role of the code loader)
e associating to those a stdet of the equipments,
e addtionally, federating these software components into a unique entity by the selection of a leader,

This process may change the interface of the NEM, as it MUST be the interface of the leading software
component. This new interface will be advertised througbistration inside the instance description.

3.1.6 NEM Instance Description

Agiven NEM instance descriptiodescribes a given instance of a given NEM class. This description is issued by
the NEM instance towardthe UMF system. This description is used fagis&ration of the NEM. It tells which
information is monitored and actions are takbew this specific NEM instance
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Table5. Format of NEM Instance Description

Field Name Type Description

Class ID NEM Spec ID The identificatiorof the NEM class

Instance ID Integer The unique ID provided by the UMF to identify this N

instance.

Management @ URI The address of the NEM Management interface.

Acquired Inputs List<NEMInformation Lists the information acquired as ingguby the NEM
Specification> instance(without the UMF system)

Optional External Inputs | List<NEMInformation Lists the information that the NEM instance should rece
Specification> from KNOW (directly or indirectly)

Mandatory External List<NEMInformation Lists the information that the NEM instance must rece

Inputs Spediication> from KNOW (directly or indirectly)

Available Outputs

List<NEMInformation

Lists the information that the NEM instance can share \

Specification> any other UMF entity. This list does n@peat what can
be deduced from the other fields of the instan
description, i.e. every acquired input can be shared.

Possible Actions List<NEMAction Lists the actions that the NEM instance can apply

Specification>

Hereafter the reader can find an iiwdtive example of the information comprised in an Instance Description,

namely after the creation of the Green TE NEM instance that received the mandate example provided in

section3.1.5

<eu.univerself.nem.InstanceDescription

<NEMspecID>
<Name>Green TE

<Provider> StylianosCorp

<Version> 1.0.0
</NEMspecID>
<Instance_ID>
<Acquiredinputs>

</Name>

</Version>

356789456 </Instance_ID>

<NEMInfoSpecification>

<descripto

<contentType>

r> Description of router port(ID, capacity)

EthernetPortInfo

</contentType>

<informationUsage>

<type> Rawlinfo </type>
<contex t>{127.100.50.1//all , 127.100.50.5//all , 127.100.50.15//all ,

127.100.50.19//all , 127.100.50.36//all}

<controlStatus> Enabled </controlStatus>

</NEMInfoSpecification>
<NEMInfoSpecification>

<descriptor>

Description of router interface (ID, capacity, List

ID>, IP@) </descriptor>

<contentType>

IPInterfacelnfo

</contentType>

<informationUsage>

<type> Rawlinfo </type >
<context> {127.100.50.1//all, 127.100.50.5//all , 127.100.50.15//all ,

127.100.50.19//all , 127.100.50.36//all}

<controlStatus> Enabled </controlStatus>

</NEMInfoSpecification>
<NEMInfoSpecification>

<descriptor>

<contentType>
<informationUsage>

Load of router interface
Numeric </contentType>
Acquired </informationUsage>

<type> Rawlinfo </type>

<context> {127.100.50.1//all , 127.100.50.5//all ,
127.100.50.19//all , 127.100.50.36//all}

<controlStatus> Enabled </controlStatus>

</NEMInfoSpecification>
<NEMInfoSpecification>

<descriptor>

<conten tType> List &lt;
<informationUsage>

Routing Table

</Provider>

</descriptor>

<! -- ID of a ManagementinfoSpec - >

Acquired </informationUsage>

</context>

<Ports

<! -- ID of a ManagementinfoSpec - >

Acquired </informationUsage>

</context>

</descriptor>

127.100.50.15//all ,
</context>

</descriptor>
LSA&gt; </contentType>
Acquired </informationUsage>
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<type> Rawlinfo </type>
<context> {127.100.50.1,127.100.50.5,127.100.50.15 , 127.100.50.19 ,
127.100.50.36}  </context>
<control Status> Enabled </controlStatus>
</NEMInfoSpecification>
</Acquiredinputs>
<OptionalExternallnputs>
<NEMInfoSpecification>

<descriptor>  Prediction of router interface load </descriptor>
<contentType> Numeric </cont entType>
<informationUsage> External Optional </informationUsage>

<type> Knowledge </type>
<context> {127.100.50.1//all , 127.100.50.5//all ,

127.100.50.15//all} </context>
<controlStatus> Resolved - Enabled <! -- Means KNOWLEDGE found an UMF
entity to provide this knowledge to this NEM instance ->

</controlStatus>
</NEMInfoSpecification>
<NEMInfoSpecification>

<descriptor>  Prediction of router interface load </descriptor>

<contentType> Numeric </contentType>

<informationUsage> External Optional </informationUsage>

<type> Knowledge </type>

<context> {127.100.50.19//all, 127.100.50.36//all} </context>

<controlStatus> UnResolved <! -- Means KNOWLEDGE did not find an UMF entity
to provide this knowledge to this NEM instance - >

</controlStatus>
</NEMInfoSpecification>
</OptionalExternallnputs>
<PossibleActions>
<NEMActionSpecification>
<descri ptor> Switch ON/OFF Ethernet port </descriptor>
<contentType> Boolean </contentType>
<controlFlexibility> {Enabled, Disabled,
Intercepted}  </controlFlexibility>
<controlStatus> Disabled </controlStatus>
<target> {127. 100.50.1//all , 127.100.50.5//all ,

127.100.50.15//all} </target>
</NEMActionSpecification>
<NEMActionSpecification>
<descriptor>  Switch ON/OFF Ethernet port </descriptor>
<contentType> Boolean </contentType>
<controlFlexibility> {Enabled, Disabled,

Intercepted}  </controlFlexibility>
<controlStatus> Enabled </controlStatus>
<target> {127.100.50.19//all, 127.100.50.36//all} </target>
</NEMActionSpecification>
<NEMActionSpecific  ation>

<descriptor>  Switch ON/OFF IP interface </descriptor>
<contentType> Boolean </contentType>
<controlFlexibility> {Enabled, Disabled} </controlFlexibility>

<controlStatus> Disabled </controlStatus>
<target> {127.100.50.1//all,127.100.50.5//all , 127.100.50.15//all ,

127.100.50.19//all , 127.100.50.36//all} </target>
</NEMActionSpecification>
<NEMActionSpecification>
<descriptor>  Change metric of IP interface </descriptor>
<contentType> Numeric </contentType>
<controlFlexibility> {Enabled, Disabled,

Constrained}  </controlFlexibility>
<controlStatus> Disabled </controlStatus>
<target> {127.100.50.1//all, 127.100.50.5//all , 127.100.50.15 /all,
127.100.50.19//all , 127.100.50.36//all} </target>
</NEMActionSpecification>
</PossibleActions>
</eu.univerself.nem.InstanceDescription>
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3.1.7 NEM Deletion

A DELETE INSTANCE message is actually a specific case of a NEM INSTANTIATIOMéESagEHAN
follows the format described ifable2.

318 b9aQa wSftlidA2ya gAGK [/ 22NRAYIFGAZ2Y

In practice COORD is controlling the NEM to insure orchestration with other NEM instances and avoid conflicts
with other NEM instancesThe bllowing paragraph details some speci#ispects and mechanisms relevant to
the control of NEMs by COORD.

First COORD is working with the identification of atomic conflicts between NEMs. This is done by looking at
Instance Descriptions of NEMs.

Then COORIB picking conflict avoidance strategies for group of atomic conflicts.
Then COORD is controlling the behaviour of NEMs by enabling and disabling some subsets of the NEMs

In parallel, COORD is applying orchestration policies that drive the way some NiaRtdgsshould be
triggered after other NEM instances. This will be translated into regime policieiga0).

Hereafteris a list of refinements that can be provided to the NEM instance descriptions. This paragraph details
how some specific sublasses of either UMFInformationSpec or ActionSpec tyaes be used to identify
specific type of inputs or outputs. Coordination is likely to use this in order to perform conflict avoidance, and
also to determine the proper type of cliict avoidance strategy.

e Regarding the possible outputsU{IFInfoSpecification of NEMs, they could make use of the
following specific suiormat derived from the Information Model (sde&igure7):

o utility of a NEM,

analyticalfy OG A2y 2F GKS b9aaQ dziAtAde:x
predicted utility,

description of an action completed,

description of an action to be completed,

typical period of the NEM,

o other (aka generic or undefined)

e Regarding the possible actions produced by NEMs, they could maké thee following specific sub
format derived from the Information Model (s€eigure8):

0 Set parameter value: then specify the parameter name, id (equipment/interface targeted),
range

o Populating a network DB: then specify the DB parid, and kind of fields that can be
populated

o other (aka generic or undefined)

O O O O O

e Regarding the possibMEMSpecificPolicySpecificatiotisey could make use of the following specific
subformat derived from the Information Model (sd€igure6):

o0 Weighting factor of the utility function, (should provide range or possible values)

To better understand the relation between the NEMs, UMF in general and COORD in particular, it is worth
depicting thedifferent time scalesat which the NEMs behaving (se€igure9). The smaller time scale is the
time-scale of a cycle of the MAPE autonomic loop of the NEM. Then a biggesdaieeis the period during
which COORD is not modifying the control onto the NEM (neittenging the regime nor the action
constrainty. Then even bigger timscale is the period during which GOV is setting the NEM in the ready state
(see sectior8.1.1Lifecycle of a NEM instanf:eWhilethe biggest timescale is the period during which a NEM
instance existsSome of the coordination mechanism will only play with the control of the NEM, while
mechanisms like joint optimization are interfering with the NEM at each MAPE cycle (e.g. inardeeive

the predicted utility).
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Control of Activation of
MAPE of aNEM instance aNEM instance  Deployment of
a NEM instance by COORD by GOOV a NEM instance

>
>

Growing Time scale

Figure9. Different time scales of a NEM

Table 6 indicates the NEM mechanisms used by thlexisthg coordination strategiegsee section4.3.1
Optimization and conflict avoidance mechanigms

Table6. NEM mechanisms used by COORD depending on the coordination strategy.

Setting NEM Einszti)l;ir;\g/ Enforcing the] NEM Setting range
runtime providing 9 action to the| receiving to
. NEMs
regime knowledge : NEM knowledge parameters
actions
Random «
token
Time Typical
. X .
separation period
SOUP X Predicted |,
utility
Joint « Utility, (Utility « «
Optimisation function)
Future_ - "
strategies?

Table7 provides the main lines of an algorithm to determine which coordination strategy to pick depending on
the properties of the conflicting NEMs

Table?. Criteria for determining which coordiation strategy is applicable to which NEM.

Strategy Conditions on NEM

Random token Applicable to any NEM

Time separation Applicable to any NEM that can share its typical period
Applicable to NEMs, which are capable of:

SOUP Providing their predicted ufty

Enabling/disabling the enforcing of their action

Applicable to NEMs, which are capable of:

Providing their utility,

Disabling their work,

Have a single action, which is of the type set parameter value

Joint Optinisation

Future strategies Unknown yet

3.1.9 Description of the operationgor state transitions

The operations that enable a NEM to go from one state to another state of its lifecycle are described
thereafter.

Operation Name getState
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Description

Retrieves the current state of the NEM.

Constrants

The NEM itself must establish "happédpsfore"
relationships between asynchronous operations th
change and/or retrieve its state.

List of inputdata

List of outputdata

state : NEMState, the current state of the NEM, {
values can be: READY, ORERNNAL, DEPLOYIN
REGISTERING, UNREGISTERING, UNDEP
UPDATING, VOID INSTANTIATED

List of nonfunctional requirements

Operation Name

getManifest

Description

Retrieves the manifest of NEM class.

Constraints

List of inputdata

List of output data

manifest : NEMManifest, the NEM's manife
(see sectior8.1.3

List of nonfunctional requirements

Operation Name

enforceMandate

Description

Sets the mandate for the NEM (see SecBiah5).

It will validate the addresses of the core blog
contained in the mandate as well as the configurati
options to be set, and will return correspondir
codes in the case of error.

In case a mandate has already been set to the NE
will be updatel with the new one while any missin
fields of the new mandate will be filleid by the
corresponding values of the previous mandate.

This operation will trigger the NEM's deployment a
registration.

Constraints

Previous mandate has to be already enfatde the
NEM in case of missing fields.

The NEM has to check option values that reqy
registration change and reegister when necessary.

The mandate object might or might not be coveri
or releasing additional managed equipment.

List of inputdata

mandate : NEMMandate, the mandate to enforq
(see sectiorB.1.5

List of outputdata

result : ActionResult, the result of the operatio
containing one of the following codes, as well
Additionallnfo whenever applicable:

ActiornResultCode Condition/Descripti
on
OK Successful

mandate setting.
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INVALID_MANDATE_AI One of the COR

DRESS addresses specifie
in the mandate is
unreachable.
Additionalinfo  in
this case specifie:
which one it is.

CFG_OPT_NOT_SUPPI The mandate

TED specifies a
configuration
option not
supported by this
NEM.

Additionallnfo  in
this case specifie:
the missing
option's name.

VALUE_NOT_ALLOWEI The mandate
specifies a
configuration
option value that is
not allowed.
Additionallnfo in
this case specifie:
the option's name.

DEPLOYMENT_ERROF An error occured
during deployment
of the NEM.
Additionallnfo in
this case contains
debug information.

REGISTRATION_ERRC An error occured

during the
registration of the
NEM.

Additionallnfo  in
this case contains
debug informaion.

*Note that this error code might occur during the-negistration
of the NEM because of a configuration option value change
requires reregistration (see
ConfigOptionDescription.RequiresRegistrationChange field)

List of norfunctional requirenents

After a call to this method the NEM might need te
deploy and reregister.

Operation Name

getMandate

Description

Retrieves the mandate that has been set to a N
using enforceMandate or null if no mandate has be
set.
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Constraints

The NEM mustmake sure all the mandate field
regarding configuration options and the manag
equipment are ugto-date.

List of inputdata

List of outputdata

NEMMandatgsee sectior8.1.5

List of nonfunctional requirements

Operatbn Name

revokeMandate

Description

Revokes any mandate applied to the NEM.
This operation will cause the NEM to undeploy 3
unregister. All subsequent calls to "getMandate" v
return null, and the NEM wil reach th
"VOID_INSTANTIATED" state upon cotigpieof the
operation.

If the NEM is already in the "VOID_INSTANTIAT
state, this operation has no effect.

Constraints

List of inputdata

List of outputdata

result : ActionResult, the result of the operatio
containing one of the following codeas well as arn
"Additionallnfo" instance whenever applicable:

ActionResultCode Condition/Description

OK Successful mandat
revocation.

OK_WITH_WARNINC Successful mandat
revocation but one or
more of the
interested parties
could not be notified
(e.g. ©ORD o
KNOW).

Additional Info in this
case contains debu
information.

List of norfunctional requirements

Note that there is no reason for which a NEM will
go to the state "VOID_INSTANTIATED" after
operation. Even if, for instance, COORDKONOW s
down and cannot be notified of the NEM's stopping

Operation Name

setUp

Description

Activates a NEM to start operating.

Constraints

The NEM must be on the "READY" state during a
to setUp.

If that is not true during a call to setUp, err
"NEM_NOT_READY" is returned.

List of inputdata

List of outputdata

result : ActionResult, the result of the operatio
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containing one of the following codes, as well
Additionallnfo whenever applicable:

ActionResultCode Condition/Description
OK Swccessful activation.

NEM_NOT_READY Returned upon a call t
activate the NEM while
it's not in the "READY
state.  Additionallnfo
contains the current
state of the NEM.

List of nonfunctional requirements

Operation Name

setDown

Description

Deactivats an operating NEM so that it reaches t
"READY" state.

Constraints

The NEM might be in any state during a call
setDown.

If the NEM is not in the "OPERATIONAL" state du
a call to setDown, the operation has no effect, a
the current state is ratrned along with a warning
indication in the result.

List of inputdata

List of outputdata

result : ActionResult, the result of the operatio]
containing one of the following codes, as well
Additionallnfo whenever applicable:

ActionResultCode  Condifon/Description

OK Successful
deactivation.

OK_WITH_WARNIN' Returned upon a cal
to deactivate the NEN
while it's not in the
"OPERATIONAL" stat
Additionallnfo
contains the current
state of the NEM.

List of nonfunctional requirements

Operation Nime

executeControlPolicy

Description

Commands a NEM to execute the specified con
policy.

Constraints

The NEM has to be in the "OPERATIONAL"
during this invocation, otherwise an error is returne

List of inputdata

policy: ControlPolicy, thepolicy object to be
executed.

List of outputdata

result : ActionResult, the result of the executig
containing one of the following codes, as well
Additionallnfo whenever applicable:
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ActionResultCode Condition/Description

OK Successful execution.
ERROR_NOT_OPE Returned whenevel
TIONAL this  operation is

invoked and the NEN
is not in the
"OPERATIONAL" stat

OTHER_ERRORS.. ???
OR.....WARNINGS

List of nonfunctional requirements

Operation Name

delete

Description

Revokes the NEM's mandatand deletes the
instance, hence it terminates any process it is runn
in, thus, releasing any resources associated with
NEM.

This method has the exact same effect
“revokeMandate" plus it causes the NEM
terminate after the revocation is complete

Constraints

List of inputdata

List of outputdata

(see output of "revokeMandate")

List of nonrfunctional requirements

(see NF requirements of "revokeMandate™)

Operation Name

addStateTransitionListener

Description

Subscribes a listener to be tifted of state change
events.

Constraints

List of inputdata

listener: StateTransitionEventListener, the instance
notify of state changes.

List of outputdata

List of norfunctional requirements

If the listener is already in the list, this opei@t has
no effect.

Operation Name

removeStateTransitionListener

Description

Unsubscribes a listener of state change events.

Constraints

List of inputdata

listener: StateTransitionEventListener, the instanceg
remove from the list of listeners.

Lig of output data

List of nonfunctional requirements

If the listener is not in the list, the operation has
effect.
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3.2 Governance block

Governance is a way to control and manage networks fheggrate autonomic capabilitiesThe aim of

governance isd allow the human operator to pilot his network through high levels busiobgsctivesthat is

without the need of having deep technical knowledge of the network. Governance also offers an autonomic
oriented network and service view to the operator withtwo-fold mission: delivering the status of network

resources and deployed services, report on the abilftgutonomic applications to fulfil the business godlke

LINE GARSR 3I2@0SNYyIlyOS 2LISNridAz2ya Oly 0S5 dzioBlRhatiw@ RS&A Ty
enable the operator access in a more intuitive way the network view of its interest.

Alike any other UMF Core Block, GOV is also implementing at least a KnowledgeExchangelnterface in order to
receive and provide flows of information under theontrol of the Information Flow Establishment and
Optimisation functiorof KNOW (see sectidh3.4).

List of Governance block functions
e Human to Network Interface
e Policy Derivation and Management
e NEM Management
e Enforcemen

3.2.1 Human to Network Interface

The Human to Network Interface function provides a friendly way of creating and editing policies using a high
level business language. It is the main communication channel between UMF and the human operator.

The main functionkity of the H2N interface is to provide a tool for the human operator to insert tegbl
business objectives, which will be later on translated autonomously into technsjoggific terms so that the
human operator does not need to deal with any techhidatails. High level objectives may be related to the
introduction of a new application, sets of user classes for the application, sets of Quality of Service (QoS) levels
for each user class of the application, etc. These-teghl objectives/policies rex to be further propagated to

the network going through a set of levels (related to different aspects of the management of a communications
network) and be transformed into lower level policies so that they reach the element(s) in which to be
enforced interms of low level, technologgpecific commands. Consequently, the already set business goals are
forwarded to the Policy Derivation & Management block in order be translated from service requirements into
network configuration (technologgpecific terms)and leave the system to autonomously work out the
situation and meet the objectives. The H2N interface also allows feedback, e.g. the result of diagnosis or a
visualization of the monitoring to the system administrator/operator.

[ A & HuntaFto Networkinterfaceé 2 LISNI GA 2y &Y
High Level Parameters Definition, Service Definition, Network & Service Supervision

Name High Level Parameters definition

Description Highlevel parameters definition block allows th
composition of high level parameters for avem
service, network operation, group of services
group of network operations. For instance, tf
human operator can define that Gold users us
streaming service should experience excellent le
of availability, reliability, speed and security.

Congraints
List of input data Performance parameters
List of output data Business policies

List of nonfunctional requirements
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Name

Service definition

Description

Service definition allows the specification
2LISNF G 2ND&E& LI NI YS{ dendork
technologies, user classes, available levels
availability, reliability, speed and security, etc.

Constraints

List of input data

Serviceattributes

List of output data

Service

List of norfunctional requirements

Name

Network and Serde Supervision

Description

Network & Service supervision function allows t

visualization of the network topology, status ai
Ff SNIaed 'a RSRAzOSR  FNJ
FIFrOG2NR Ay ySis2N] Yt
demands of human operators concerns
supervision of the functioning of the autonom
network, a factor that is closely related to trust.
general, the request was a toable to provide the
information required at the first sight, butith the
possibilityof getting more detailed informatin when
needed. Tools should also provide trustwort
information and of an appropriate amounfThey
should also be usable so that there is not muy
manual work and provide access to all equipmg
that should be supervised.

Constraints

List of input da& Network monitoring information
ServiceStatisticallnfo, ResourceStatisticallr
Performance, ResourceStatelnfo, ServiceStatelnfo

List of output data N/A (visualization of input data)

List of norfunctional requirements e good graphical user interfacesich should
provide the information required at the first
sight, but there should be a possibility to g¢
more detailed information when needed

e easytouse

It is worth noting that these operations can be implemented in a dedicated graphical user istedac
alternatively can be implemented as interfaces to the existing OSS and BSS systems of the operator.

3.2.2 Policy Derivation and Management function

The Policy Derivation and Management (PDM) function is in charge of (i) providing facilities for thes policie
edition and storage (insertion, modification, retrieval and removal of policies) (ii) translating business language
to more specific policy language statements, (iii) checking whether the different policies have conflict, (iv) in
case conflicts appeargsolve them according to the welkefined conflict resolution mechanisms, and, finally

(v) ensuring cohesion between different forms of policies at different levels of abstractions.

Translation is typically done through a set of levels (related to diffeespects of the management of a
communication network) and produces as its final output a set of lower level policies that can be understood
and interpretedby NEMgthe sacalled NEM policies) Three translation levels were adopted and defined as
follow:
e G.dzAAYyS&aa tS@St¢ HKAOK O2NNBaALRYR (2 aal N)y Stz
Strategy, Infrastructure and Product (SIP) and Operations (OPS) processes).
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e G{SNBAOS tS@St¢ HKAOK O2NNBALRYR lednanade®didBmrddSe 2 7F
operations processes of OPS).
e ab9a fS@PSté¢ HKAOK O2NNBalLRyR (2 awSaz2dz2NOS¢ 2F Sc¢h
operations processes of OPS).
The levels in parallel with eTOM business process framework levels are represeRigdrel0.

Policy levels in parallel with Enhanced Telecom Operations Map
(eTOM) business process framework levels

Market, product &
1 . 4
s i
Service level Policies E /T‘

NEM Policies E ‘ Resource ‘

Figurel0. Policy levels of UniverSelf approach in parallel with eTOM business process framework levels.

As illustrated inFigure 11> G KS a. dzA Ay S &a@ techSoBdchliadminiaratianOdkiéhted and
G§SOKy2t 238 AYRSLISYRSyi{isx (GKS a{SNBAOS fS@Sté¢ LktAOASa
db9aé¢ Liafalke @thBdlogy dependent. The NEM policies are then enforced onto the corrésmpn

NEMs, which in turn will transform them to devispecific commands (in most cases, vendor specific
commands) and enforce them into their managed network elemeahest belong to any of the network

segments. This latest translation is handled by\hedor specific wrappers developed inside the NEMs.

The specification of this number of policy levels enables policy continuum and the operations described above
should be performed in each level of the policy continuuHence we suggest an operational kened
structure, where each layer corresponds to a level of the Policy Continuum.

. - ) Technological /Ad ministration
oriented, technology independent

m=s) Service oriented, technology
independent

Access Backhaul Core
Network Network Network

Figurell. Policy content per level.

Once a policy is created at any of the policy continuum level, it must be analyzed for correctness through a
dedicated process (syntactic analysis). Then, the newly created policy should also be analyzed for conflicts
detection. If the policy does not conflict with existing policies at the same level, it is translated into policies of
the lower level. The outlinedrocess is repeated, until the derivation of NEM policies.

The policies must be expressed using the SID policy model. SID define€anditionrAction (ECA) policies,
that is, an Event triggers the invocation of the rule, and if the condition is igatjghen the action is carried
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out. Figurel2 and Figurel3 shows the representation of a policy rud@d policy structurén UME A summary

of SID Policy Model is provided in Anrgx

class PolicyRule /

+_policyEventBase 0..*
{bag}

ContainsEventSets
Collection

Policy Event Entities::

+_policyEventBasel 0..1

+ hasEventEvaluated: int=

+_policyRuleBase

PolicySet

Policy Framework::PolicyRuleBase

PolicyActionRuleDetails
A Yy

+_policyAction 0.
{pbag}

+_policyAction

c
Policy Action Entities::

+ hasSubRules: boolean = FALSE

{bag}
+_policyEvenBasel\ | .~ Np.1
{bag} {bagk
EventTriggerDetails
gl +_policyRuleBase
—PolicydsqditionRuleDetails2e———><]
bea) SCNF: boolean = TRUE
& =
ag) i oolean

PolicyGroupExecutjonDetails

i

0.* 1.
{pag} {bag}

+_policyAction1 0..1
{bag}

Details

0.
+
- {bagy
PolicySet
& POL Entities SpecifiesPolicyRule
Policy Framew ork:: PolicyRule
1.1
+_policyCondition - {bag} {bag}
1.7
{bag}
Policy Condition Entities:
PolicyCondition
RootEntity’
ContainedPolicyConditionDetails Policy Framework::Policy
~J
+ keywords: int
+ policyName: string
¢ UMFe
y
NEM:: ¢ UMFe
NEMPolicySpecification| | ReportingPolicy

PolicyRuleSpec

PolicySetSpec]|
Policy Framework Spec Entities

executionStrategy: int=2

policyEventSelectCriteria: string
sequencedActions: int =1

P

policyActionSelectCriteria: string
policyConditionSelectCriteria: string

Figurel2. Representation of a PolicyRule.

class PolicyStructure /

+_policyCondition

Policy

Policy Condition Entities::
PolicyCondition

SpecifiesPolicyCondition

Policy Condition Entities::
PolicyConditionComposite

+ conditionIsCNF: boolean = TRUE

Contained

<>

1.1
{bag}

Policy Framework Spec Entities::
PolicyConditionSpec

Specification

PalicyConditionDetails

Policy Condition Entities::PolicyConditionAtomic

+ conditionSequenceNumber: int
+ hasEvaluated:
+ hasSubConditions: boolean = FALSE

int=0

0.1
{bag}

+_policyStatement

Policy

Policy Statement Entities
PolicyStatement

[ A&

2 ¥

Figurel3. Representation of PolicyStrusture.
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Build Business Policy, Create Policy Entry, Retrieve Policy, UpdateDtdiey Policy, Validate Policy, Detect

Policies Conflicts, Translate Policheck-easibility& Optimiz, Policy Efficiency

‘ Operation 1

‘ Build Business Policy
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Description

Build Business Policy from High Level Obijecti
(HLO) or High Level Parametet Y

Constraints

HLP/HLO are provided by BSS operator Vvig
specialised human to network GUI.

List of input data Performanceparameters
List of output data Business Policy
List of nonfunctional requirements N/A

Note: This operation coulde realizedat the BSS level

Operation 2

Create policy entry

Description

Qreate policy in the policy repository

Constraints

Precondition: policy repository address available.

List of input data

Policy description

List of output data

Notification (Ok/nOK)

List d nonfunctional requirements

Operation 3

Update policy

Description

Update the policy content

Constraints

Precondition: policy exists in the repository

List of input data

Policy description/format

List of output data

Notification (Ok/nOK)

List of ron-functional data

Operation 4

Delete policy

Description

Delete a policy from the policy repository

Constraints

Precondition: policy exists in the repository.

List of input data

NEM ID, Policy ID/policy criteria
NOTE: NEM ID is useddeleteall its policies
Policy criteria: corresponds to research criteria.

List of output data

Notification (Ok/nOK)

List of norfunctional requirements

Operation 5

Retrieve policy

Description

Retrieve policy from repository

Constraints

Precondition: policy egts in the repository.

List of input data

NEM ID/Policy ID/Policy criteria
NOTE: NEM ID is used to retrieve all its policies
Policy criteria: corresponds to search criteria.

List of output data

Policy List that matches the criteria.
Empty list if no pticy matches the criteria.

List of norfunctional requirements

Operation 6

Validate policy

Description

Validate the correctnesgin terms of syntax ang
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values)of a policy

Constraints

List of input data

Policy

List of output data

Boolean indicatig whether the Policy is syntactical
valid or not.

List of nonfunctional requirements

Operation 7

Detect policy conflicts

Description

Detect conflicts between policies applicable to a N

Constraints

Preconditions: more than one policy exists inet
Policy repository.

List of input data

Policy list or NEM ID

List of output data

Boolean, Conflicted Policy list

List of nonfunctional requirements

Operation 8

Resolve policy conflicts

Description

Resolve policy conflicts using the approprig
resolution mechanisms.

Constraints

Precondition: Policy conflicts detection returns
positive value(Boolean=true)

List of input data

Conflicted Policy list

List of output data

Conflictfree Policy list

List of nonrfunctional requirements

Operation9

Translate policy

Description

Translate business policiés service policies to NEN
policies.

Constraints

Precondition: Must be called on a list of conflicte
policies.

List of input data

conflictfree (business or service) Policy list

List of odput data

Service policy list or NEM Policy list

List of norfunctional requirements

Operation 10

Checleasibility & Optimize

Description

For each generated policy (business lemekervice
level), it analges the current status of the networ
and the available resources, diagnoses potent
problems and decides if some kind of optimizati
should be done for the network to accommodate tl
requests defined by the policy. For instance, in c
the human operator wants to deploy a new serviq
the Asess Policy Feasibility & Optimize operatior
asked to accommodate the request onto th
network.

Constraints

List of input data

List of conflictfree Policies (business level or servi
level)
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List of output data List of Policieand feasibility reort

List of nonfunctional requirements

Name Policy Efficiency

Description Assess the successful translation of high level to
level policies, that is, if the derived policig
accomplish the goals described by the operator in
high level polies. A successful policy will lead to w
controlled and efficient network operations, while &
unsuccessful policy may lead to misconfiguratio
QoS / QoE degradation and network instabiliti
Thus, a mechanism able to evaluate the po
translation pocess and measure the gains from t
policy application is necessary. The success of a p
in accomplishing the goals described by the operg
is in strong relation with the trustworthiness of th
specific policy. Trust of policy can be defined a
comparison between the reference behaviour (t
behaviour implied in high level policies) and t
actual behaviour (based on measurements) of {
network after the implementation of the policy.

List of input data Network monitoring information
Servicefatisticallnfo, ResourceStatisticallnf
Performance, ResourceStatelnfo, ServiceStatelnfo
List of output data Policy trustworthiness estimation: List of {Polic

Trust index of the policy}

List of nonfunctional requirements

Following the previouslgnentioned layered structure, the Create policy, Validate policy, Detect policy conflicts,
Resolve policy conflicts, Translate policy, Check feasibility & Optimize and Policy Efficiency must take place at
each of the levels of the policy continuum.

3.2.3 NEM Maagement

¢KS ab9a alyl3ISYSyid TdzyOlizyé¢ O2ftSOGa FyR aiz2NBa
the deployed NEMSs. It also manages the state transition (including the activation and deactivation of the
autonomic control loops) of the NEMsd defines the reporting strategy that meet the operator needs. The
reported information is also forwarded to the Policy Derivation and Management function and can therefore
be used to trigger more relevant policies given tiework on-going situation.

IAad 2F ab9a alyl3aSYSyi(é¢ 2LISNIXridA2yay

Create NEM entry, Delete NEM entry, Retrieve NEM information, Update NEM information, Build reporting
strategy, Send Reporting strategy, Evaluate Deployed Poliieate NEM Instance

Operation 11 Create NEM entry
Description InsertINSTANCE ibto the NEM registry
Constraints Preccondition: NEM registry address available

Postcondition: updated NEM registry

Create, Retrieve, Update, Delete (CRUD) operat
must be provided by data storage system

List of input da INSTANCE Ibr List oI NSTANCE IDs
List of output data Noatification(Ok/nOK)
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List of norfunctional requirements

Operation 12

Delete NEM entry

Description

Delete NEM entry from the NEM registry and t
corresponding NEM information (mandate, insta
description)

Constraints

Precondition: The NEM to be removed must ha|
been previously stored in the registry

CRUD operations must be provided by data stor
system

List of input data

INSTANCID or List ofNSTANCIs

List of output data

Notification(ok, Error if NEM not in registry)

List of norfunctional requirements

Impact versus dependant NEMs

Operation 13

Retrieve NEM information

Description

Get NEM information (report/log) according
reporting strategy.

Constraints

Precondition: INSTANCEID and information
previously stored in the registry/database

Warning: request size or returned informatig
volume

List of input data

reportingPolicySet or reportingPoliaNSTANCID or
List ofINSTANCIDs

List of output data

Content of the reporting strategy according t
reportingPolicyS€teeFigure6 page20)

List of nonrfunctional requirements

Performance aspects wrt to request and return
information size

Operation 14

Update NEMinformation (status, mandate)

Description

Updates the status of a NEM in the NEM registry

Constraints

Precondition: The NEM to be updated must haj
been previously stored in the registry

Post condition: updated NEM information(new stat
or new mandge enforced)

Create, Retrieve, Update, Delete operations must
provided by data storage system

List of input data

INSTANCID or list oiINSTANCID

List of output data

Notification(ok, Error if NEM not in registry)

List of nonfunctional requiremens

Impact versus dependant NEMs
Stability issues

Operation 15

Build reporting strategy(=PolicySet)

Description

Build/create reporting strategy composed by seve|
reporting policies

Constraints

Policy edition operation must be provided by tf
PBM systm.
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List of input data

Reporting policies

List of output data

Reporting strategySet<ReportingPolicy>

List of norfunctional requirements

Operation 16

Send Reporting Strategy

Description

Send reporting strategy to the NEM

Constraints

List of repating strategies contains ALL reportis
strategies that the NEM must apply.

List of reporting strategies replaces the previg
reporting strategies.

List of input data

List of PolicySet, ID or list tdiSTANCIDs

List of output data

Notification (ok,y 2 1 £ X0

List of nonfunctional requirements

Operation 17

Create NEM Instance

Description

Create a NEM instance in the network elements
which the NEM software is stored

Constraints

The NEM software is stored in the network elemsg
or a proxy

List of input data

NEMspecID (se& 1.4

List of output data

Notification( OK/NOK)

Operation 17

Set Upa NEM

Description

Activates a NEM to start operatirfgee Sectio3.1.9

Constraints

TheNEM must be on the "READY" state during a
to setUp.

If that is not true during a call to setUp, err
"NEM_NOT_READY" is returned.

List of input data

List of output data

the result of the operatiofOK/NEM_NOT_READY)

Operation 17

Set Down a EM

Description

Deactivates an operating NEM so that it reaches
"READY" statésee Sectior3.1.9

Constraints

The NEM might be in any state during a call
setDown.

If the NEM is not in the "OPERATIONAL" state d(
a call to setDown, the operation has no effect, a
the current state is returned along with a warnir
indication in the result

List of input data

List of output data

the result of the operatiofOK/OK_WITH_WARNIN

FPZUniverSelf Grant no. 257513

45



D2.2¢ UMF specifications: Release 2

3.2.4 Enforcement function

Enforcement enapsulates the communication mechanism between Governance and NEMs. It allows the other
functions of the Governance block to be independent of the communication aspects for the interconnection
with NEMs. The communication between the GOV functions and NEM=inly achieved through the
MANDATBbject

List of operationsGenerate NEM Mandat&end NEM Mandate

Operation 18 Send NEM Mandate

Description Send a new Mandate to a given NEhis operation
is used for instance to change the activity phase (¢
given NEM.

Constraints

List of input data Mandate(see3.1.5

List of output data Natification (OK/NOK)

List of nonfunctional requirements

Operation 19 GenerateNEM Mandate

Description Generatesa new Mandate to a gan NEM. Receives
a list of policies to be enforced to a NEM, retrie\
the mandate from the NEM registry, embeds into
the new policies and enforces it into th
corresponding NEM.

Constraints
List of input data Policies, NEM ID

List of output data Mandate(see3.1.5
List of nonfunctional requirements

The sequent activity diagram&iQurel4 -16) illustrate GOV operatiorand interaction with the other UMF
core blocks

FPZUniverSelf Grant no. 257513 46



D2.2¢ UMF specifications: Release 2

Business Operator Governance Knowledge

Received High Level Parameters

Set High Level Parameters

| Build Business Poli
High Level Parameters @
Translate Busi Policy to Service Poli
(ransae USINSSSIEOICYL0/ICIVICES DY Information/Knowledge Exchange\
o0
T iy

Check Feasability & Optimize \
Getrieve Service Related Knowledgg)

Analyse Service Related Knowledgﬁ l
_Gend Service Related Knowledg?

o2

@ : Send Notification : -
Cranslate Service Policy ta NEM PolicD

Check Feasablhty & Optimize
if knowledge does not exist
etneve MNetwork Related Knowledg\
lif knowledge available
Analyse Metwork Related Knowledge ise“ ool Relosd rowe dg?
=]

C Send Motification ) . i>

®

Figurel4. NEM policy definition activity diagram.

In the NEM policy definition activity diagranhgt Business Operator sdtss high levelparameters representing
a set of objectives that the network should meiperation: High Level Parameters digition). These high
level parametersare transformedinto BusinessPolicies (operationBuild Business Polity GOVchecksthe
correctness of the policyoperation: Validate policy and transform theBusiness policyinto Service policy
(operation: Translae policy). GOWhen controls the correctness of th&ervicepolicy pperation: Validate
policy), and assess the feasibility of the newService policy (operationCheckFeasibility & Optimizg This
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and the available resource&OVKNOW interface) When it gets the related information/knowledge,titen

analyses the ability of the network to handle the requirementefined in the Service policyf the control

process diagnoses that the service policy cannot be performed, then the GOV sends the appropriate

notification to Business Operatavith the result of the analysis, the feasibility repolt the control concludes
that the Service policy is fasible (probabt after the completion of relevant optimization actions from involved

entities), then the service policy is translated to NEM polape(ation: Translate policy. After the controlof

NEM policy correctness @peration: Validate policy, GOVchecks againts feasibility (operation: Check
Feasibility & Optimizgand request agaifrom KNOW information about the status of the network and the

available resourcedn case any of the operatisffiails, a notification is sent to the human operatdiefinal
outcome of thepolicy derivation activitys a list of NEM policies.

Figurel5 presents the activity diagram corresponding to the NEM instantiation activity:

Human operator

GOVERMNANCE

MNEM (Loader)

KNOWLEDGE

DefineNEMPolicy
o0

Update NEM Reqistry

Registry updated event received

; o 0]

Registry updated event

( Request instance creation )

NEM instantiated event received

s Instantiate )

NEM instantiated event

{ send notification

Instatiation ok? /\k

NOT OK OK

€9

Figurel5. NEMinstantiation activity diagram.

For a NEM policy to be deployed and enforced, the corresponding NEMs must have been already instantiated

in the network., Figurel5illustrates the workflow of a NEM instantiation triggered by théat of enforcing a

NEM policy. Once a new NEM policy has been defined, it goes into the process of enforcement. Prior to this,
the NEM registries are updated with the new information. Then, GOV sends to the corresponding NEM loader

the instruction to crege an instance GOVNEM interface, operation: Create NEM Instancé\ notification is
sent back to the GOV block to report on the actiofGOY,interface: Send Notification) (NEM deployment
activity diagram) The instantiated NEM is therefore ready to irec@and interpret its policies. These policies
a! b5! ¢lOy RO &d {iSK/R opmefions ofi Gie S
T dzyc@réspchging NEVR

' NB& dza SR

G9YyTFT2NOSYSyice
Figure 16 illustrates the activig diagram of the NEM configuratiothat can be achieved only through the

MANDATE.
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GOVERNANCE MNEM

Define NEM Policy
fee]

Is NEM in ready or void instantiated state?

Notification to Know

new Mandate received

NEMTHandate

SetfRevi
]

Create New NEM
Mandate message,

Unregister NEM

e
Notification to Coord i

revoke

Does Mandate releases equipts?

Set Down a NEM
e

Does Mandate cqvers additional equipts?

yes
Release equipment
Deploying over add. Equip
yes

Is deploynjent successfull?

——>

Reqgister NEM e
o0
( Undeploy NEM :

Send Notification

Notification to Gov
Update OK?
Set up NEM
[e el

Update NEM Registry

Show Alert in H2M

Figurel6. Update Mandate activity diagram.

Once GOV defines/derives a confliftee NEM policy, it examines if the corresponding NEM és@adymode.

If it is not, GOV sets down the NEMtérface GOWEM: Set NEM Statyi§ 2 o NAy 3 A G AWhed aw9! 5
GOV accomplishes this procedure or if the NEM is in ready, then GOV creates new NEM mandate message
(operation: GeneratdNEM mandaté andsends it toNEM (interface GOMNEM: Send NEM mandakeln case

some problem prevents the NEM to sebinfigure itself according to the mandatéhe NEM status in NEM

registry is updated (operationdpdate NEM informatiof) anda notificationis sent toGOVblock If the NEM

deployed the new demanded status, then GOV starts up the NisMrface GOWEM: Set NEM Statiis
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Hurnan Operatar GOY HEM COORD

!

Activate/Deactivate NEM Activation/Deactivation Order Received

Send upfdown message UpfDawn message received

Graceful stopping/starting

Successful

( Generate Completion Message )

Natify COORD of changed state

—

Generate Error Message

( Update the dynamic part of instance descriptions inside NEM reg\stry>

Send Message

@ £ Send Notification \

Figurel?7. Change NEM operational state diagram.

When Human Operator decides that he wants to change the djmeral state of a NEM (activate/deactivate),

he sends the respective command to G®NMrtan operator¢GOV interface, operation: Change NEM siat

When GOV receives the command, send to the NEM the respective message, to set its operational state to
up/down (GOVNEM interface, operation: Set NEM stgte When the change of the operational state is
accomplished, GOV sends the respective notification to human operator.

The following figuredepicts the registration phase of a NEM, which just deployed aftegivey a Mandate.

The NEM is sending its instance descriptions to the interfaces of KNOW, COORD and GOV specified in the
Mandate it had received. These UMF core blocks are checking that G@¥gjstered this NEM (to avoid

savage NEM deployments). ThesklRJcore blocks are then storing the instance descriptions or at least the
information relevant for them, before acknowledging the instance description (see secBidnSand 3.1.6for

the mandateand instance description formats).
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Figurel8. Register NEM activity diagram.
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